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	Daymet is a daily, gridded surfaces of temperature, precipitation, humidity, and radiation over large regions of Canada, USA and Mexico taking into account areas of complex terrain for 1980 – 2011.
My responsibility on this project is a very broad directive to make the Daymet code work in a production basis. I automated the workflow so processing large regions or long durations is limited mainly by compute time. This has brought processing time down from months to days. Some of the legacy components that came with this project were unmaintainable due to convoluted source code and an extremely fragile software environment. I reverse engineered these components and rewrote in Python. They are now extremely robust and flexible. This flexibility allowed extending the workflow to run regions from around the world, as was shown with the new ability to process Indian data. While rewriting the workflow infrastructure I added provenance tracking information as well as input and output quality assurance routines.
One of the methods that we use to serve data to the end users was not running acceptably quickly due to strides of the access pattern. I wrote a tool that modified the dataset layout. This improved the performance in the production environment by a factor of 39x and is now part of the production workflow.
	Ultra High Resolution Global Climate Simulation is a project to evaluate Community Earth System Model (CESM) at the highest resolution to date and compare against lower resolution runs as well as observations. Again I have a good deal of responsibility with the workflow, but there is more coordination involved. 
I have configured, built and run CESM in several configurations and resolutions for simulations in support of the projects experiments. Tracking progress of my and all other project members simulations on a weekly basis, and reporting to the group. Having that high level picture is critical to keeping the PI and sponsors up to date, as well my ability to publish and distribute the resulting datasets for collaborators to access (130TB of results so far). 
I am also working with the Earth System Grid Federation (ESGF) group to streamline the publishing and distribution of the datasets.
January 2009 to July 2011		Supercomputer Technology Tracking, NCAR
· Used established benchmark suite, conducting performance evaluation of unreleased microprocessors. Used a power meter to evaluate power efficiency of microprocessors and systems 
· Benchmarked scalability of low latency, high throughput interconnects. 
· Results used in the selection and price negotiation of supercomputer costing $10s of million. Power data used to properly size cooling and power.
· Lead a test to evaluate if commodity low power processors would be power efficient on our typical workload.
· Updated benchmark suite to reflect recent development changes.
· Requirements gathering and design for data analysis and visualization system (DAV). 
· Contacted and interviewed industry leaders to determine where they had issues with DAV systems, preparing our group to avoid and prepare for similar issues.
· Triaged Java based web framework, and built Python scripts to speed up, by nearly two orders of magnitude, tile setup and automate execution of tiles for remote sensing project.

Spring/Summer/Fall 2008		Optimizing Medical Imaging Application for Cell B.E.
· Ported part of the FSL package to the IBM Cell B.E. processor to reduce processing time. 
· My work on the Cell implementation yielded a kernel with speed up, which was bandwidth limited, even after optimization of I/O operations.
· On personal time, applied OpenMP and hand optimization to the code, resulting in speedup of 3.5x over the original code, on a 4 core Intel processor.

Summer/Fall 2007		IBM Co-op Software Engineering
· Tied closely with lead Engineers to build a simulator for the Blue Gene /P Control System. 
· Used to test the scalability of the control system, determining feasibility of the system architecture scaling to massive system size, and to train the machine install teams. 
· Participated on design and implementation of prototype for High Throughput Computing mode of execution on Blue Gene/P to enable unprecedented levels job through put in the Blue Gene architecture. 
· Allowed job tracking, advanced allocation of resources, and job histories, larger number of concurrent jobs, while processing them with lower latency and higher throughput.
· Responsible for benchmarking control systems from Blue Gene/L and Blue Gene/P, comparison to determine if resource requirements changed given the new scale of Blue Gene/P. 
· Responsible for data collection and the standardized load generation scripts used for the above evaluations. 
· The above tests identified a potential technical problem which may have impacted SOW.
· Facilitated communication between our team and remote IBM teams to resolve technical problems. 
· Organized data collection runs (Quiesing the system, starting data collection software, starting load generation, restoring system to normal operational state). 
· Parsed output data, graphed and analyzed results. 
· Presented results to Control System team, the larger Blue Gene group and senior management.

Fall 2005	Network Intrusion Detection with Army Research Lab Center for Intrusion Monitoring and Prevention
· Protocol Masquerading Detection project successfully differentiated different internet communication protocols.  
Fall 2005	Parallel Data Mining Algorithms for Network Intrusion Detection
· Previous work in Shared Nearest Neighbor clustering (SNN) used to explore methods of run time reduction of the code. 
· Results include 2-4 orders of magnitude speedup achieved with use of heuristic algorithms.

Summer 2005	Network Intrusion Detection with ARL CIMP
· Worked closely with the staff to build tools aiding their analysts in detecting exploited computers on military and intelligence networks.
	
Fall/Spring 2005 		Research Assistant under Vipin Kumar
· Reported directly for Chief of Liver Surgery at the Mayo Clinic in Rochester, MN. 
· Data Mining research project focused on reducing the number of painful and expensive biopsies preformed on Liver Cirrhosis patients by exploring how Liver Cirrhosis progresses. 
· Organized project status meetings between students, professors and doctors, as well as a week long trip to the Mayo Clinic to get access to patient data, setup infrastructure and work directly on the patient data.
· First author on a poster published at AMIA Annual Symposium 2005.

Fall 2004 			Teaching Assistant for “Intro to Parallel Computing”
· Created programming projects to evaluate students understanding of MPI and UPC on Cray X1, a cluster and 8-way SMP machine. 
· Presented lectures on UPC, Authentication on secure systems (AHPCRC/DoD), debugging, trouble shooting, optimization (vectorizing). 
· Held office hours to assist students to trouble shoot programming, compiler, login and other system issues.
· Organized a tour of the IBM Rochester facilities to see BlueGene and hear about the technology. 
· Included were 50 students and professors, very positive staff and student feedback. 

Summer 2004					AHPCRC Summer Institute 2004
· Worked with a chemistry professor and the staff of NCS on a project titled “Enzyme Catalysis - SARS Protease Reaction Mechanism”. The goal of which was to test a theoretical way to stop SARS from inflicting. 
· Simulated a chemical reaction with the QM/MM technique that occurred in SARS and then visualized it using AtomSmith and Presto (NCS). 
· The work was a jumping point for future research. This work was done on a variety of platforms. Cray X1, Cray T3E, PC cluster, Linux and Windows PCs. 
· Programming, debugging, and optimization was done on each of the platforms in Fortan, C, C++, and Perl with additional shell scripting. 

May 2004			Parallel Data Mining Algorithm Development
· MINDS is a data mining code that looks for network intrusions and is widely deployed by the Army. 
· A clustering (SNN) portion of the code needed to be able to run on data sets which were orders of magnitude larger, because of the O(N2) complexity this was difficult to do on a serial computer. 
· In three weeks I created a parallel version, using MPI, which scaled within 2% of O(N2/P) 
· This work has been featured in keynote speeches and presentations.

Sept-Dec 2003			University of Minnesota, Minneapolis, MN.
· Redesigned the table structure of the Biocatalysis, Biodegradation Database (UM-BBD) at the University of Minnesota to allow for added functionality. 
· Transformed data from old schema to new schema, and modified 100+ queries that were imbedded in Java. 
· Wrote a paper describing the changes we performed and reasons why, also suggested future improvements for the database and supporting code. 
· Also gave a presentation to our class detailing what was done, received an "A" for the paper and presentation.
 				
Sept-Dec 2002			University of Minnesota, Minneapolis MN.
· Teaching Assistant for Introduction to C/C++ for Scientists and Engineers. 
· Designed and implemented final project that would demonstrate the student’s ability, and allowing them to think creatively about the problem supplied. 
· Also responsible for development of documentation and automated grading tools.


Education:			University Of Minnesota, Minneapolis, MN.
Fall 2006 to Fall 2008	Masters of Computer Science
Fall 2004 to Spring 2006	Ph.D. Student, studying under Vipin Kumar, focusing on the application of Data Mining to Network Monitoring and Medical-informatics. Parallel algorithm development, implementation, testing and evaluation. Specifically in the areas of Clustering and Decision Trees. Using High Performance Computing techniques and technologies in these areas.

Sept. 1999 to May 2004		Institute of Technology Computer Science major with an emphasis on High Performance Computing, Databases, Data Mining and Research in Simulation and Software Design as well as Project Management. Extensive exposure to Physics and Mathematics. Additional coursework in Economics and History of Science. B.S. in Computer Science awarded May 2004

Publications and Presentations:
Power and Performance Evaluation of the  AMD Shanghai on Atmospheric Model Workloads,
Dustin Leverman, Benjamin Mayer, Henry Tufo, and Matthew Woitaszek, LCI 2009, Winner of Best Poster award
Benchmarking The Blue Gene/L and Blue Gene/P Control Systems, Benjamin Mayer, Ruth Poole, Will Stockdell, Thomas Budnik, IBM Techie Talk
Parallel Programming with Objective-C, A. Karl Keller, Benjamin W Mayer, Parallel Global Address Space (PGAS) Programming Models, Sponsored by AHPCRC and DAPA 2005
Next Generation Parallel Computing, Benjamin Mayer, Linux Magazine March 2006
Analyzing Long Term Network Data for Cyber Attacks using HPC. A Comparison of MPI and UPC Implementations, Benjamin Mayer, Eric Eilertson, Vipin Kumar, DREN Networkers Conference 2005
NPADS - Network Protocol Anomaly Detection System, Benjamin Mayer, Eric Eilertson, Kerry Long, Tony Pressley, Vipin Kumar, DREN Networkers Conference 2005
Feature Mining for Prediction of Degree of Liver Fibrosis, Benjamin W Mayer, Huzefa S Rangwala, Rohit Gupta, Jaideep Srivastava, George Karypis, Vipin Kumar & Piet C de Groen, AMIA 2005
Analyzing Long Term Network Data for Cyber Attacks using HPC - A Comparison of MPI and UPC Implementations, Benjamin W Mayer, DoD User Group Conference  2005, Sponsered by DoD HPCMP
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